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We are a non-profit organization
of researchers, developers, and

bioinformaticians, building
solutions for the advancement of
research in various fields




Our vision for a 21st century
discovery infrastructure

To provide more capabillity

for more people at
substantially lower cost




Agenda

12:30pm Challenges for biomedical analysis at scale
12:45pm Best practices and solution components
1:00pm Introduction to Globus Genomics, Globus Transfer

1:30pm Exercise: Transferring raw NGS datasets from sequencing centers and
sharing

2:00pm Refreshment Break

2:15pm Demonstration of QC pipeline, Exome, RNA, Whole Genome analysis
2:30pm Exercise: Running example pipelines with sample data sets

2:45pm Running analysis at scale using Globus Genomics

3:15pm Exercise/Demonstration: Executing Exome, RNA, QC pipelines at
scale

3:45pm Interactive Q&A and Session Wrap-up




All materials are available at:
http://tinyurl.com/Insoy49

Please complete the sign-up
form.

Thank you!




Challenges in Biomedical
analysis at scale




‘| need...

...to get my sequence data from the NGS core to the
lab for analysis.”

...to easily, quickly, and reliably move or mirror (some
or all of) my data to other places

— Lab server, HPC cluster, desktop, public cloud server

...to easily and securely share my data with my
colleagues at other institutions.”

...to make my data available for others to replicate my
experiments.”

.a good place to backup and archive my research
data at a reasonable price.’




Managing data should be easy ...

i‘. i

Community
Store

Analysis
(. Store \
Scale—out\

Store

' Archive Mirror

S




... but it’'s hard and frustrating!

Scale-out
Store

Permission

Expired Lelice

credentials

| Failed
] Server / Net
NATs
Firewalls

rchive Mirror




Manually move the data to the Compute node

Install all the tools required for the Analysis
. BWA, Picard, GATK, Filtering Scripts, etc.
Shell scripts to sequentially execute the tools

Manually modify the scripts for any change
*  Error Prone, difficult to keep track, messy..

Difficult to maintain and transfer the knowledge

Public
Data
N~

/_\ FedE> 4x8 Storage
Sequencing . _ﬂ ‘/' 8

Centers
0 / Automate Your Unix Tasks
/\,/sq, R — 14

Temmnd e llGk20
Research Lab \ I/bin/bash '

-

# Usage: bwa.hgl9. 1
1]} Local C|USter/ # Example of @RG: G\tID:siproband\yg
Cloud

# Align paired-end r to the
# -I option: Input

# -q option: paramete

# -t option for multi-t

$HOME/bin/bwa-0.5.9/bi  aln
emp/$1_1.sai
$HOME/bin/bwa-0.5.9/b  ~ln -
emp/$1_2.sai

Data is distributed in different locations .
# sampe -r option: Sp

Research labs need access to the data for analysis 501/ bin/wo-9.5.9/1.

sai $1_1_sequence. txt

Be able to Share data with other researchers/collaborators B ¢ E.C T
* Inefficient ways of data movement o SHOE/ e/

java -jar -Xmx8g $H0| /bin/picard-tools-1.56/SamFormatConverter.

Data needs to be available on the local and Distributed Compute  [FElmiuc s
Resources Indentation settp
*  Local Clusters, Cloud, Grid

Once we have the Sequence Data YV ERTEINDEL T Analysis




Solutions for Biomedical
analysis at scale




Research Data Management

as a Service
&» globus

Reduced

data
—

| Globus data
publication service

Facility data
acquisition
et

service

| Globus transfer x

Analysis/
IEl Xl  Sharing
service




45 What is Globus?

Big data transfer, sharing,
publication and discovery...

...simply, securely, and fast...

...directly from your own
storage systems




Reliable, secure, high-performance
file transfer and synchronization

* “Fire-and-forget”
transfers

2 Globus
' A t t' f It Data moves and Data
utomalicC 1Tau SoieE syncs files Destination
recovery

« Seamless security
iIntegration

41 # User initiates
transfer

/ Globus

notifies user




Simple, secure sharing off existing
storage systems

- Easily share large data
with any user or group

° NO CIOUd storage Globus tracks shared

files; no need to

requ ired move files to cloud

storage! 7
,/

User A selects /, 3

4

file(s) to share, .
selects user or tjsg: i'OQS lg
group, and sets S o Globus an

permissions accesses

‘:\\ shared file

' e e




Globus is SaaS

Web, command line, and REST interfaces
Reduced |IT operational costs

New features automatically available

Consolidated support & troubleshooting

Easy to add your laptop, server, cluster,
supercomputer, etc. with Globus Connect




o)

genomics

Flexible, scalable,

affordable genomics
analysis for all biologists




Globus Genomics

Galaxy Based Workflow
el e Management System

Globus Online
Integrated within
Galaxy
Datgi:?))r(gries - = Web-based Ul
Drag-Drop workflow
Sequencing creations
Centers f o - ' Easily modify

Fauli-tolas Workflows with new
Research Lab tools

4@ ransfer Service t‘”/ —EEE Analytical tools are
i foon o B automatically run on

ata-endpoints the scalable compute

resources when
possible




Globus Genomics

« Workflows can be easily
defined and automated with
integrated Galaxy Platform
capabilities

centers

Data movement is

Globus file-transfer
functionality

W.T
streamlined with integrated ‘ 6’

collaborators

Resources can be
provisioned on-demand with
Amazon Web Services cloud

based infrastructure

research

lab
Galaxy
workflows

gIObUS T elastic

genomics  mmmmmm compute
IR resources

scalable
storage

___powered by
feframazon
N8 webservices




1:30pm Exercise: Transferring raw NGS datasets from sequencing centers and
sharing

2:00pm Refreshment Break

2:15pm Demonstration of QC pipeline, Exome, RNA, Whole Genome analysis

2:30pm Exercise: Running example pipelines with sample data sets
2:45pm Running analysis at scale using Globus Genomics

3:15pm Exercise/Demonstration: Executing Exome, RNA, QC pipelines at
scale

3:45pm Interactive Q&A and Session Wrap-up




Exercise: Transferring
raw NGS datasets from

sequencing centers and
sharing




Exercise 1: Account Signup

Go to: globus.org/signup
Create your Globus account

Validate e-mail address

Optional: Login with your
campus/InCommon identity




Exercise 2: Transfer, Sharing,
Group Management

1. Install Globus Connect Personal

Move file(s) from esnet#anl-diskpt
to your laptop

Check your email for a notification on
successful transfer

Go to globus.org/Groups and search
for group named BiolT2015. Click

Join the Group




e arcise 3 Transferring data from
a Sequencing center

Login to https://bioit.globusgenomics.org

Click on Browse and Get Data using Globus
Online tool on the left hand panel

Start typing the name of the endpoint
sulakhe#SequencingCenter

Log in to the endpoint with username genomics,
password globus

Select the the forward Exome files under
Exome-seq-sample data and click Execute

Repeat the above step for reverse file




Break

Resume at 2:15pm




2:15pm Demonstration of QC pipeline, Exome, RNA, Whole Genome analysis

2:30pm Exercise: Running example pipelines with sample data sets
2:45pm Running analysis at scale using Globus Genomics

3:15pm Exercise/Demonstration: Executing Exome, RNA, QC pipelines at
scale

3:45pm Interactive Q&A and Session Wrap-up




Demonstration of QC
pipeline, Exome, RNA, Whole

Genome analysis




Workflow Canvas | lllumina RNA-seq Analysis

Get Data via Globus Online 88 |
1

|

out_filel (txt}

Get Data via Globus Online 8 |
1

out_filel {txt) :

Data
Transfer

Get Data via Globus Online  §8 I
1
J

out_filel {txt)

FastQC:Read QC

Short read data from your current
history

Contaminant list

htm_file (html)

FastGC:Read QC 2

Short read data from your current
history

Contaminant list

html_file (html} ;

Quality Control

FastQC:Read GC 8

Short read data from your current
history

Contaminant list

html_file (html)

Cet Data via Globus Ontne  §8

out_file (txt)

FastQC:Read QC b:4

Short read data from your current
history

Contaminant list

htmi_file {html)

Tophat for llumina 8

RNA-Seq FASTQ file

RNA-Seq FASTQ file

insertions (bed)
deletions (bed)
junctions (bed)

accepted_hits {bam)

Alignment

Tophat for lllumina 8§

RNA-Seq FASTQ file

RNA-Seq FASTQ file

deletions (bed)

junctions (bed)

accepted_hits (bam)

Get Data via Globus Online  $§

out_filet {txt)

Cufflinks

b3

reads

Global model (for use in Trackster)

SAM or BAM file of aligned RNA-Seq

genes_expression (tabular)
transcripts_expression (tabular)
assembled_isoforms (gtf)

total_map_mass (txt)

Read / Gene Count

Cufflinks 8

SAM or BAM file of aligned RNA-Seq
reads

Global model (for use in Trackster)

genes_expression (tabular)
transcripts_expression (tabular)
assembled_isoforms (gtf)

total_map_mass (txt)

Differential Expression

Cuffmerge b4

GTF file preduced by Cufflinks

Additional GTF Input Files 1 > GTF file
produced by Cufflinks

Reference Annotation

merged_transcripts (gtf)

Cuffdift %

Transcripts

SAM or BAM file of aligned RNA-Seq
reads

SAM or BAM file of aligned RNA-Seq
reads

splicing_diff (tabular)
promoters_diff (tabular)

cds_diff {tabular)
cds_exp_fpkm_tracking (tabular)
cds_fpkm_tracking (tabular}
tss_groups_exp (tabular}
tss_groups_fpkm_tracking (tabular}
genes_exp (tabular)
genes_fpkm_tracking (tabular}
isoforms_exp (tabular)

isoforms_fpkm _tracking {tabular)

Data
Transfer

I Send Data via Globus Online §8

[
Send this dataset

out_filel (txt}

I Send Data via Globus Online  §8

: Send this dataset

out_filet {txt)




o
WOrkflow Canvas | imported: |llumina RNA-seg[Stagel- BU

FastQC:Read QC b4

Get Data via Globus Onlinegg

out_fiel (txt)

Data Transfer

Get Data via Globus Onlinegg |
]
]

out_filel (txt)

Input dataset 2

output

Snort read data from your current
| nistory

Contaminant lst

ntml_file (htm]

Sickle >3

Paired-End Forward Strand Fast(
| Reads

Paired-End Reve:

Reads

~Quality Control

output_pairedl

Strand Fast(

output_paired2
output_paired_singie

output_log (txt)

I
]
]

GFF-to-BED 3

dat.

FastQC:ReadQC 2

Contaminant st

l it _file {(htm])

2 Merge Columns  §¢

data

{tabuar)

Topnat2 2

RNA-Seq FASTQ fie

| Gene Mode!
Annotations

fusions (tabular)
summary {txt) “
nsertions {bed)
deletions {bed)

Junctions (ped)

accepted_nits{bam) @

Model Annotatons

usions (tabular)

summary (txt) ~

Junction Saturation §3

nput bam/sam file

nput bam/sam file

reference gene mode

oot
outputr {r)
outputpdf {pdf) s
outputjpdf {pdf) ®

Gene Body Converage
(BAM)

Read Dupicaton &

nput bam mf

outpuX.
outputseqis (xs] @
outputr {r)

outputpdf (pdf)

outpubis { L

Input bam file

Reference Genome

outputr {r)

outputpdf {pdf) E

outputpdf {pdf]
outputr {r)

outputtxt {txt)

BAM/SAM Mappng 88
Stats

outpub.

outputr {r)

outputpdf (pdf)

outputiog (txt)

nput bam/sam file

RPKM Count 2
|

nput bam/sam f

outputr {r)

outputpdf (pdf)

outputiog {tx]

)

*

nsertions {bed)
deletions (bed)

Junctions {ped)

gam) ~

Tr 'ﬁécript Assem

DEXSeqCounts

yéoé’é:rilazqtpu

samoutfile (bam)

Input BAM Fle

Flattened Annotato

ns Fil

e for

output {tabular)

log (txt)

[
‘ DEXSeq{GFF)

Cuffinks

| reads

SAM or BAM fie of algned RNA-

Global model {for use in Trackster)

genes_expression (tabular)

:)Je'vﬁsd soforms (gtf)

transcripts_expression (tabular)

tptal_map_mass (txt)
Nt
LAY




Workflow Canvas | imported: |llur

Inina RNA-seq Stage2- BU

Inputs

outputr (r)

Input dataset = |
i I Cuffmerge = | o f
QUIDUL RR
 pp— - C ufflink LT .
R | Tuxedo Package ~CummeRBund
P 1 I Addtional GTF Input Files 1> GTF fie |
Input dataset =2 I | produced by Cuffiinks |
1 £ + Eites 2 > OTF § -
Sutput TF Input Filtes 2> GTF fil o
] produced by Cuffinks Cuffdlff |,
| Additional GTF Input Files 3> GTF fie I Cuffdiff b4 |
Input dataset = I produced by Cuffliinks L
ranscrpts |
_— . | / TF Input Fis fie
Input dataset = l I
1
output >
] | |
Input dataset = I
— 1 B
Input dataset =" l |
e 1 , |
\nput dataset = I cds_diff {tabular) ]
output : cds_exp_fpsm_trac«ing (tabuar) |
cds_fp<m_trac<.ng (tabular) ]
Input dataset P | ————— |
P } tss_groups_fpxm_tracxing (tabular)
Input dataset
® ! genes_exp (tabular) :
output
wipu ] Join Multiple Tab-delimited genes_fp<m_tracking (tabular) >
Datasets |
soforms_exp (tabuiar) >
Join . |
| soforms_fpxm_tracking (tabular)
Input dataset = I with 3
1 | ) . )
output 2 Additional HTSeq-Count Input F
DUt dataset = I | >Joinadditional Tab-delmited fi
output } Addtional HTSeq-Count Input F
U rout dataset = | | > Join additional Tab-delimited fil
R 1 Addtional HTSeq-Count Input F |
output i > Joinadditional Tab-delmited fil
| out_fiel |
St fad ! | Additional HTSeq-Count 2
output > HTSeq-Count file
Input dataset = |
Input dataset = |J i Addtional HTSeg-Count 3
outout 1 outout > HTSeq-Count file
output j Input dataset = | )
Addtional HTSeg(
HTSeq-Count fie
St 1 e = = > HTSeq-Count file
age output
Input dataset = I
)
ocutput
]

# % & w




Workflow Canvas | Illumina Complete Exome Analysis Pipeline

Input Dataset &8 |

1
output |
Input Dataset b4 |

output

Map with BWA for Ilumina  $3

Forward FASTQ file

Add or Replace Groups

2

Mark Duplicate reads

2

SAM/BAM dataset to add or replace

read groups in

SAM/BAM dataset to mark duplicates

n

Reverse FASTQ file

output (sam)

cutFile (bam, sam)

out_file (bam)

ntml_file (html)

SAM/BAM dataset to be
reordered

outFile (bam, sam)

|
|
|

Binding for reference-ordered data 1 >
ROD file

Binding for reference-ordered data 2 >
ROD file

output_interval (gatk_interval)

output_log (txt}

Indel Realigner -4

BAM file

Restrict realignment to provided
intervals

output_bam (bam)

output_log (txt)

GATK Realignment

Count Covariates  §8

[
BAM file

output_log (txt)

Table Recalibration b4

Covariates table recalibration
file

BAM file

output_bam {bam)

output_log (txt)

Stage 1 Inputs Alignment BAM Cleanup
Reorder SAM/BAM b4 Realigner Target Creator 8 Unified Genotyper b4
BAM file

BAM file 1 > BAM file

Binding for reference-ordered data 1 »
ROD file

output_vcf (vcf)
output_metrics (txt)

output_log (txt)

Variant Filtration b4

output_vcf (vcf)

Vi t file t

output_log (txt}

| Unifiec Genotyper b4

; BAM file 1 = BAM file

| Binding for reference-ordered data 1 »
ROD file

output_vcf (vcf}

output_metrics (txt}

output_log (txt)

Variant Fiitration b4

Variant file to annotate

output_vcf (vcf)

output_log (txt)




2:30pm Exercise: Running example pipelines with sample data sets

2:45pm Running analysis at scale using Globus Genomics

3:15pm Exercise/Demonstration: Executing Exome, RNA, QC pipelines at
scale

3:45pm Interactive Q&A and Session Wrap-up




Running example pipelines
with sample data sets
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2 0000°°.

.':'Exercise 4 . Exome Analysis Workflow

Login to https://bioit.globusgenomics.org

Copy “dbsnp” and “1000G” files from: “Shared Data ->
Data Libraries -> Reference Data Library” (into same history)

On the Main page, click on the “Workflow for lllumina
Exome-Seq” and “import workflow”

Run Workflow: Click Workflow tab and select the
imported Exome workflow and click “Run”

Input Parameters: Select appropriate input files
(Forward & Reverse as well as reference files for
each step.

Click “Run Workflow” button.




.'.‘Exercise 5 : Exome Analysis Workflow

* Try the Exome Workflow with
Transfers jobs as inputs
(Under Published Workflows)




Running Batch Job

Create workflow
Generate user AP| Key (if necessary)
Download and fill out workflow table file

Upload table file
Submit




Running Batch Job (Workflow)

Workflow Canvas | AP| batch test worfklow & | Details
Tool: Add column
Ada column ®
Input cataset i Cu % Version: 10,0
o IS ey SRR R R RSN ps——
output 1 From
out_filel | out_filed (tabular Add this value: ¥
To be set at runtime

to Dataset

Concatenate datasets 3¢ Data input ‘input {tabular)
nput dataset & Concatenate Dataset terate?: ¥
output l Dataset 1 » Select N0 §)

out_filel

| | Edit Step Actions




Running Batch Job (API Key)

User

Logged in as arodri7@globuscnline.org pag
Logout

Saved Histories

Saved Datasets

Saved Pages

APl Keys

Public Name
4

User preferences

Web API| Key

Current AP key:
286872d6!

' Generate a new key now | (irvalidates old key)

An API key will allow you to access Galaxy via its web APl (documentation forthcoming).
Please note that this key acts as an alternate means to access your account, and should be
treated with the same care as your login password.




Running Batch Job (Download)

Your workflows

Name

l lllumina RNA-seq Analysis v |

l AP| batch test worfklow - with transfer - J

AP batch test worfilow v |
l IlLJS Ee - J
Run

Worlk snhare or Publish y others

Edit

Cownload or Export

Nc wo i
Submit via API batch mode
Othe

Copy
l Conj Rerame
View

DCelete

@ ° globus genomics | Galaxy Analyze Data  Workflow

Export Workflow Parameters for API Batch Submission: Workflow ‘AR

Exporl parameters of workllow for AP balch subrission
The Glebus Gencmics Galaxy API allows submission of a user defined workflow multiple times

. API Key - You will need to generate an AP| key to identify yourself with the Galaxy server.
following the instructions.

. Workflow parameters table - You can create a workflow through the workflow generator.
with your input files and parameters that are specific to your workflow. Please don't modi
£xport Workflow Parameters for batch submission




Running Batch Job (Fill out)

e OO0 | | Galaxy-API-Workflow-API_batch_test_worfklow (1).txt

#Data Export for Workflow Batch Submission Through the APII

### INSTRUCTIONS

REARR R R RAR R R AAR R R RAR R R R RRR AR RARRRBHARE

#The following data can be used to input the parameters you have previously determined to be
#set at runtime. Please specify the library or history where the input data can be found.

#0nce you have filled out the table you can run the API script to submit the jobs through Galaxy
#via the API.

#NOTE: If you make any changes to the workflow or edit the name of the workflow, you will need
#to recreate the table before submitting the job via the API since some metadata parameters will
#be modified.

#NOTE: It is up to the user to make sure the input files are in the correct format for each
#parameter being filled out.

#NOTE: You will need to specify three items for input files to an application.

#The format for an input file should be [SourceType:SourceName:file_name]:

#1. Source Type - which can be library or history

#2. Source Name - the name of the library or history.

#3. Filename - specify the name of the file as it exists in the library or history.

RERRRRRRRRRRRRRRRRRARRRRRRRRRR AR AR AR RRRR

### METADATA
AR R R R AR R R AR R R R AR AR R R R R R AR R RRRRRRRRR
Workflow Name API batch test worfklow

Workflow id ef5b@cd2Baaebad®

Project Name <Your_project_name>
BEAR R R R AR R R AR R R R AR R R R RAR R R R AR R R BRI

#H#ATABLE DATA
RARRR AR AR R AR AR R AR R AR R AR AR AR RARBRR AR

SampleName SourceType:SourceName:Refl SourceType:SourceName:Ref2 Param:addValue:exp

TestSamplel library:API Test Library:Tabularl.bed library:API Test Library:Tabular2.bed expressionToAddl
TestSample2 library:API Test Library:Tabularl.bed library:API Test Library:Tabular2.bed Second submission
TestSample3| library:API Test Library:Tabularl.bed library:API Test Library:Tabular2.bed Just for kicks



Running Batch Job (Upload)

#Data Export for Workflow Batch Submission Through the AFIZ Your History - ° [
##% INSTRUCTIONS Simple-Batch-no-transfer
FAFIRIRHININHINIRIININHINIRHIHINHIHINH S 3.4 KB
#The following data can be used to input the parameters you have previously determined to be
#zet at runtime. Please specify the library or history where the input data can be found.
#0nce you have filled out the table you can run the API script to submit the jobs through Galaxy - Galaxy-API-Workﬂow- @ =2
#via the API. API_batch_test_worfklow.txt
#NOTE: If you make any changes to the workflow or edit the name of the workflow, you will need 7 lines
#to recrecate the table before submitting the job via the API since some metadata parameters will format: txt, database: ?
#be modified. Globus transfer summary: From:

. ) . . arodri7#ci-arodri-laptop To: Local
#NOTE: It is up to the user to make sure the input files are in the correct format for each laxy i
# 2 239 % galaxy instance.
parameter being f£illed out. .

w®0

#NOTE: You will need to specify three items for Input files to an application.
#The format for an input file should be [SourceType::SourceName::file namej:
#1. Source Type - which can be library or history #Data Export for Workflow Batch
#2. Source Nanme - the name of the library or history. #&% INSTRUCTIONS

#3. Filename - specify the name of the file as it exists in the library or history.
FHRERTERERTRTERTRRERENORRERENTNR

f i n
FRAFIRIRNIRERFIRIRNIRENNIRERFRINIRN NI #The OIIOWJng data can be used

##¥ METADATA

VIR IRNIREINIRERNIRIRNIRORIINIRN RN S
Workflow Name API batch test worfklow
Workflow id b21250b21bl11a0%6
Project Name <Your_ project_name>
FAFIRIRIIRERNIRIRIIRENNIRIINIFIRN IO N S

##FTABLE DATA
FRRERIRIIRINGEIRIRIIRENF RGN IFIIF IS

SampleNane SourceType!::SourceName: tRefl SourceType: tSourceName: tRef2 Param::262::addValue: texp
Runl library::API TEST LIBRARY::Tabularl.bed library::API TEST LIBRARY::Tabular2.bed Valuel
Run2 library::API TEST LIBRARY::Tabularl.bed library::API TEST LIBRARY::Tabular2.bed Value2

Run3 library::API TEST LIBRARY::Tabularl.bed library::API TEST LIBRARY::Tabular2.bed Value3




Running Batch Job (Submit)

@ ) globus genomics | Galaxy
Tools

Metagenomic analyses
FASTA manipulation
NCBI BLAST+
Ontology services

Batch Management

* Workflow batch submit Submit
workflows multiple times

Analyze Data RIS Gt

Workflow batch submit {version 1.0.0)

Shared Data

Your History

Saved Histories

search history names and tags | '

Advanced Search

Table file with parameters:
| 1: Galaxy-API-Workfl_orfklow.txt § |

Simple-Batch-no-transfer
3.4 KB

2: Log for batch
submission data 1

55 lines

format: txt, database: ?

w®O

® (R

Wark®law Name APT hatrh toct o
Your History - &

<Your_project_name>~TestSam
plel~API| batch test
worfklow~Mon_Aug_05_2013_4
:32:57_PM

(] Name Datasets Tags Sharing Size on Disk C 667 bytes OB
2
- ~TestSample3~AP| batch test v .
O | worfklow~Mon_Aug_05_2013_4:33:00_PM 2 3 0 Tags 667 bytes m &25: Concatenate datasets @ § &
. ai on data 4 and data 2
2
_ [ ~TestSample2~API batch test - §4: Cuton data 3 ® ()R
| worfklow~Mon_Aug_05_2013_4:32:58_PM 2 . 0Tags 667 bytes :
' &23: Add columnondatal ® § &
2
_ ~TestSamplel~API batch test v 2: Tabular2.bed @
| worfklow~Mon_Aug_05_2013_4:32:57_PM 2 g HEE Al g ' ' o x
1: Tabularl.bed @ (R
_ ~Testl~Gerogetown-ExomeSeq- - m “ 0 Tac 3 - 2



Example Collaborations

UNIVERSITY OF

Dobyns Lab Il WASHINGTON

Backround: Investigate the nature and causes of a wide range of
human developmental brain disorders

Approach: Replaced manual analysis with Globus Genomics
Results: Achieved greater than 20X speed-up in analysis of exome data

Future Plans: Leverage scale-out capability of Globus Genomics on 150
exome data set and seek to achieve 50X speed-up in analysis




Example Collaborations

Georgetown Medical Center

Backround: Innovation Center for Biomedical Informatics is an academic hub for
innovative research in the field of biomedical informatics.

Approach: Augment current team and tools with a NGS analysis platform to
support standard and best-practice pipelines while leveraging elastic cloud-based

resources.

Results: Pilot effort is complete — improved quality and performance results on
whole genome, exome and RNA-Seq pipelines utilizing Globus Genomics

Future Plans: Provide Globus Genomics as a well-managed platform-as-a-
service for ICBI collaborators and users




Diversity of Collaborations
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Typical Engagement

Proof of Concept Pilot Production

 Limited scale Multi-endpoint * Monthly, annual

Existing or slightly Additional tools subscription
modified pipeline Pipeline validation « Startup help
Setup Scale-out analysis * Training
Training Optimization « Support
Testing Training

Staged transition to

production

—

‘ 1 -2 weeks 1 — 3 months ‘ Ongoing




Wrapping up...




We are a non-profit service
provider to various research

communities




We offer multiple subscription
tiers to provide a cost-effective
solution and ensure
sustainability of our service




Subscription Pricing

Cumulative Analysis
Workload*

(over a 12-month
subscription)

Starter

~ 800 exomes |
~80 whole genomes |
~ 400 RNA-seqs

Standard

~ 4000 exomes |
~ 400 whole genomes |
~ 2000 RNA-seqs

~ 20000 exomes |
~ 2000 whole genomes |
~ 10000 RNA-seqs

Technical Support

M-F, 9-5 CT
2-business day response

M-F, 9-5 CT,
1-business day response

M-F, 9-5 CT
1-business day response

Access to Enhanced
Workbench

Yes

Yes

Yes

Multi-sample submission

Yes

Yes

Yes

Usage Dashboard

Yes

Yes

Yes

Price/Performance Controls

Basic

Advanced

Advanced

On-Demand Tool Wrapping

No

Limited

Yes

HIPAA / optional BAA

Annual subscriptions start at 55,000 for individual Pls and 510,000 for core labs

Not Available

Available

Available

* Representative workloads based on human genome, GATK variant calling pipeline (whole genome, exome), Tuxedo suite of tools (RNA-Seq), etc.




Thank you to our sponsors!
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